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Final Objective: A unifying model for ANN that takes into consideration: Feature Selection, Representation, Coding theory, Adaptation and Memory at the same time, will allow creation of a better ANN and in turn a better Machine Learning (ML) technique.
Motivation: ANN’s today are blamed to be non-intuitive, and designing one has been more of an art than a science as seen in the case of Multi-Layered Perceptron (MLP). Many models have been designed for functioning in a much simplistic manner. That is for e.g. Adaptive Resonance Theory (ART) is not yet Spike/Rate based, though modeled around the Vision system. I feel a unifying model can best explain the confluence between Feature selections, Representation, Coding theory (spikes/rates), Adaptation & Memory.

Importance: Will allow creation of higher Machine IQ (MIQ) devices, which can unsupervisely learn many patterns with least “Art from humans” involved. This can possibly be a model for neuro-computation. 
Idea: As much of the work I am doing right now is based on my current research (which is unverified, untested & under-work), I cannot write more about the network structure other than describing in a simplistic black-box fashion. The network has the capability to work as an optimal Bayesian classifier, with learning on the least data available. A query can also be done on what features the network found most important and what Bayes rules were unsupervisely considered. Coding, Adaptation and Memory are linked in the model as supplementary objects influencing optimization of the optimal classifier, whereas are primal objects for maintaining network integration, error correction and mutual information.
Possible timeline: This is a possible timeline I am putting on the thesis.
· Define Idea and the tests. (5%)

· Design algorithm. (25%)

· Test the idea on a simulation. (30%)

· Prove it’s a Universal TM (better a universal approximator). (10%)

· Prove every proposed feature enhances the model. (10%)

· Theorize and prove why the model works. (10%)

*10% more for any problems and distractions in the way
Progress till Now: I have done a Preliminary Literature survey in Machine Learning on Feature selection Approximators, Learning and adaptation of ANN, and different ANN’s methods used till the point. I have also started designing a primitive system for implementation that allows for a large scale simulation of the idea, and prove that the method. It already has a GUI based Event-driven state machine. And soon will be incorporating distributed processing & GPGPU for allowing fast calculations of the simulator.
What Next: I still have to discuss and convince my Advisor(s), which I will do once I get the main idea working. I need to next Figure out the key components and algorithms and cover more biologically intuitive papers. Then combine everything together, the logic, the program and the working. Next, on agenda will be to make the state simulator accurate, which I think will be possible once the theory is finalized.

Fields from where Ideas have been taken: Machine Learning - Neural networks, Information Theory, Applied Maths (Matrices), State-space, Neuro-computation Models, and Compressed Sensing.
