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“In structural linguistics, the idea was that you did it procedurally. That plainly didn't work. You get the phones and the phonemes and the morphemes; and it just gets nowhere”






N. Chomsky, The Generative Enterprise Revisited, p.160










Mounton de Gruyter (2004)

The thesis we have reviewed investigates an unsupervised algorithm capable of learning complex syntax. This thesis was the foundation for ADIOS – the first unsupervised algorithm capable of learning natural languages. ADIOS is now jointly developed by researchers at Cornell and Tel Aviv University (Edelman, Horn, Ruppin and Solan, 2005) and is the first to successfully abstract from raw text a collection of recurring patterns or rules and then generate grammatical new sentences, thus proving useful in other fields that call for structure discovery from raw data, such as bioinformatics.

Unlike previous attempts at developing algorithms for learning grammars from language, the method labeled Automatic Distillation of Structure (ADIOS), successfully identifies complex patterns in raw text by repeatedly aligning sentences and looking for overlapping constituents. It relies on statistical methods for pattern extraction and structured generalization - two processes that have been implicated in language acquisition. This may provide valuable insight into how categorical item-by-item learning occurs in children with very little supervision.

The example below is excerpted from the thesis to show how this algorithm works at an intuitive level.  Consider the sentences,
[I would like to book a first-class flight to Chicago]

[I want to book a first-class flight to Boston]

[Book a first-class flight for me, please]

One of the patterns that may be extracted based on the above candidates is 
*<book a first-class flight>* 

If the model also encounters sentences,
[I need to book a direct flight from New York to Tel Aviv]

[I would like to book an economy flight]

It may infer that the phrases *<first-class>*, *<direct>* and *<economy>* are equivalent in the context of the new pattern.  Based on this notion of equivalence sets containing other similar patterns - the resulting candidate sets grows recursively and significance tests are imposed to accept/reject possible candidates in this forest.
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