Toward Knowledge-Free Induction of Machine-Readable Dictionaries
by Patrick John Schone (Ph.D., Computer Science)

University of Colorado, 2001
Reviewed by Abhishek Jaiantilal & Karie Shipley


Electronic machine-readable dictionaries (MRDs) can be very useful in a wide variety of natural language tasks.  However, they are currently produced either by hand or through digitization of hard-copy dictionaries, both of which are expensive and time-consuming.  This thesis explores the possibility of inducing dictionaries automatically from a corpus of textual data.  A truly “knowledge-free” induction method could be applicable to building dictionaries for multiple languages as well as other domains of research that involve finding the “language” of some large body of data, e.g. DNA sequencing.


MRDs should have features like headwords, morphology, parts of speech, definitions, etymology, pronunciations and usages.  The thesis focuses on finding the following important elements of a dictionary: headwords (words to use as dictionary entries), morphology (how headwords are inflected by grammatical rules), and parts of speech (POS, the grammatical categories of headwords.)  It concludes with a discussion of how to use the knowledge gained from finding headwords, morphology, and POS to create definitions, another essential component of dictionaries.


A headword is an item that a user might want to look up, e.g. “dog” or “cat” in the English language.  Headwords are identified via a tokenizer that reads in text and breaks it into multiple parts, using things like whitespace, punctuation and change of font.  Not all headwords may be single words; for example, “compact disk” has a much different meaning from “compact” and “disk”.  Such “words” are suitable candidates for multiword units (MWU).  But such strategies don’t work for all languages: Chinese, for example, doesn’t use whitespace to delimit words.  For these kinds of languages, we need to use segmentation based methods.  Schone has proposed and worked on a multitude of techniques to get incrementally better results by using methods including “non-compositional MWUs similarity measured using the cosine measure”, “improving pairing estimates with avg. mutual info using a lot of probability” (Page 65). Some results obtained on the Chinese language dataset are as good as the results obtained from much larger corpora.


Once head words are found (using MWU and tokens), they cannot be just represented by delimiters or tokens; we rather need to analyze the morphology of the language.  That can be seen in this example from the English text: in spite of the fact that “talks”, “talked”, and “talking” are different tokens, only “talk” is mentioned in the dictionary.  Schone proposed a knowledge-free algorithm to tackle finding the morphology and applied it to German, Dutch, English, Spanish and Portuguese. The results of the algorithm are relatively better than contemporary algorithms.


For finding parts of speech, Schone used clustering techniques.  Clustering cannot be “knowledge-free”, since it requires features for evaluating the “distance” between examples.  So, his clustering used the information gained by his already created  headword and morphology algorithms, as well as contextual clues. His testing of the clustering algorithm was probably the first study of clustering accuracy of different algorithms on both English and German corpora.


He also did tagging of the POS after proposing an algorithm that works on the already-mentioned POS clusters.  This POS based algorithm was nearly knowledge-free & language-independent without using marked corpora, lexicons, translations, or other similar language-specific and human-labeled data.  Remarkably, his tag based algorithm was the first algorithm that takes a completely untagged corpus and induces POS tags.


In the end, however, Schone was unable to realize the goal of automatically producing machine-readable dictionaries, but he did gain some improvement in existing algorithms for finding important components of a MRD, and discussed some ways that these techniques could be combined semantically to produce definitions for entries in a MRD.

